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Université catholique de Louvain, Louvain-la-Neuve, Belgium, arthur.bawin@uclouvain.be

ABSTRACT

We propose a new framework for the generation and adaptation of unit curvilinear P
2 meshes in dimension 2. In

this approach, curvature is not only used to match curved boundaries but also to capture features of the interpolated
solutions, and it results in meshes that would not have been achievable by simply curving a posteriori a straight-sided
mesh. We proceed as follows. Starting with a smooth function f(x, y), a metric field, based on f and its derivatives
up to order 3, is constructed. A unit P

2 mesh is then generated, with edges within an adimensional length range
of [0.7, 1.4] with respect to this metric field. Points are then spawned in such a way that their geodesic distance
corresponds to edges of unit size, and these points are then connected in a standard isotropic fashion. A curvilinear
mesh quality criterion is then proposed to drive the mesh optimization process. The triangulation is subsequently
modified using straight-sided edge swap, straight-sided edge curving, curvilinear edge swap and Curvilinear Small
Polygon Reconnection (CSPR) to form the desired unit mesh. A unit curvilinear mesh containing only valid “Geodesic
Delaunay triangles” is obtained this way. A number of application examples are presented in order to demonstrate the
capabilities of the mesh adaptation procedure. The resulting adapted meshes allow, most of the times, a significant
reduction of the approximation error compared with straight-sided P

2 meshes of the same density.

Keywords: curvilinear mesh generation, mesh adaptation, Riemannian metric field, geodesic, analytic
functions, high-order error, finite element method

1. INTRODUCTION

Scientific computing is now an old science. Solv-
ing partial di↵erential equations on a computer is a
very common task for aerospace/chemical/ mechani-
cal/electrical engineers. Still, numerical methods for
PDEs that have reached a production level such as
finite elements are, for most of them, based on numer-
ical schemes that are of the second order of accuracy.
Some applications in fluid mechanics or in electromag-
netic nonetheless require numerical schemes that are
of higher order of accuracy (those schemes are some-

times called high fidelity schemes). It has been proved
in many contributions that high-order finite element
schemes require high-order meshes, i.e., meshes that
capture the curvilinear features of the geometry with a
high fidelity as well [1]. In the last decade, a significant
part of the research in mesh generation has thus been
devoted to the generation of body fitted curvilinear
meshes. The main issue of generating curved meshes
is that there exists for now no algorithm that actually
generates a P

2 mesh in a direct fashion. State-of-the-
art methods generate a straight-sided mesh and place
high-order points on the CAD geometry. Then, in-
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Figure 1: Illustration of the whole process of curvilinear mesh generation and adaptation based on a given analytic function.
The top left image represents the function(19) on the unit square. The top center image depicts the metric field M(x)
computed as explained in section 3. The top right image shows the point spawned according to this metric field. . The
bottom left image is the straight-sided anisotropic mesh based on the spawned points. The bottom center image shows
the initial curvilinear mesh, with the edges colored according to their adimensional lengths. Finally, the bottom right image
is the adapted anisotropic mesh including the new Curvilinear Small Polygon Reconnection (CSPR) procedure.

valid elements are untangled using various approaches
[2, 3, 4, 5, 6, 7, 8]. Nowadays, body fitted curvilinear
meshes start to be used in an industrial context [9, 10].

High-order meshes have exclusively been used for in-
creasing geometrical accuracy, i.e., to make the mesh
represents the geometry of curved parts with high fi-
delity. The natural extension of the use of curvilin-
ear meshes is high-order/curvilinear mesh adaptation.
In the linear case, extensive work has been done in
anisotropic mesh adaptation[11, 12, 13, 14, 15, 16, 17,
18, 19, 20, 21]. The concept of metric tensor is always
central in anisotropic adaptation: it allows to define
mesh sizes and directions that allow to minimize the
interpolation error [22, 23, 24, 25, 26, 27]. Yet, all
those methods end up with a straight-sided mesh.

This paper is in line with recent paper [28] which
have provided an embryo of solution to the problem
of curvilinear mesh adaptation. In [28], an analyti-
cal metric field was assumed and unit P 2 meshes were
generated based on that metric. In the present paper,
we essentially tackle two additional problems that al-

low to move forward to “true anisotropic curvilinear
mesh adaptation” (i.e., optimizing a mesh based on a
high-order finite element solution):

1. P
2 error estimates that are currently used in the

literature are based on the implicit hypothesis
that underlying meshes are straight-sided. As-
suming a function f(x, y) 2 C

3, we construct a
metric field that does not assume mesh edges to
be straight-sided.

2. The mesh generation procedure that we use for
generating the curvilinear meshes is based on the
one of [28]. Yet, we show that using edge swaps
only does not always allow to reach a unit mesh.
We propose a more general operator - curvilinear
small polygon reconnection - that allows to re-
connect points in a wider range and generate P

2

unit meshes very robustly.

The paper is structured as follows: in Section 2, a brief
review of the interpolation error and algorithm that
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compute geodesic parabolas is presented; Section 3 de-
scribes a new idea of the definition of the metric field
that takes into account the curvilinear nature of the
mesh; in Section 4, we give a simple illustrative ex-
ample; in Section 5, we describe and detail the mesh
generation approach. The whole process of curvilinear
mesh adaptation will be explained based on a running
example. All the stages of that process are illustrated
in Figure 1. Interpolation error is analyzed at the end
of the paper.

2. INTERPOLATION ERROR

2.1 A point of departure

Figure 2: ideal elements

This section starts with a small reflection about a very
interesting paper published in 2011 by Lorenzo Botti
[29]. In his paper, Botti shows that, in a standard fi-
nite element context, curving a mesh may have a dra-
matic cost in terms of the quality of the finite element
interpolation. When we first read this paper, we were
already working in curvilinear meshing: we were thus
quite puzzled by Botti’s conclusions. Clearly, using
P

2 meshes and P
2 finite elements (isoparametric fi-

nite elements) causes the interpolation to barely pass
the patch test. Such an interpolation is not able to
exactly represent a quadratic function in the x plane
which causes damages to the approximation properties
of the element.

Now imagine a function f(r, ✓) in polar coordinates
that is, say, parabolic in r and ✓. On the one hand,
f is not polynomial in Euclidean coordinates. On the
other hand, with a mesh whose edges are aligned with
er and e✓ there would be no interpolation error at all
with P

2 finite elements. In Fig. 2, the straight-sided
anisotropic triangle does its best to align with the iso-
lines of function f whereas the curvilinear quadrangle
is able to align with the solution. With a same mesh
size, a much lower interpolation error is expected with

this quadrangle than with the triangle. This is our
starting point: optimal curvilinear edges should be
adapted to match the local parametrization of f .

Let thus f(x) 2 C
3 be a three time di↵erentiable func-

tion, with x = (x1
, x

2). Its derivatives up to order 3
are respectively its gradient

Gi =
@f

@xi
,

its hessian

Hij =
@Gi

@xj
=

@
2
f

@xi@xj
,

and its third order derivative tensor

Cijk =
@Hij

@xk
=

@
3
f

@xi@xj@xk
,

with i, j, k = 1, 2.

Based on these derivatives of f(x), we present an ap-
proach to compute a metric field M(x) that takes into
account the curvilinear nature of the P 2 mesh of f(x).

2.2 Parabolic edges

This paper having the aim of building P
2 meshes, the

mesh edges are going to be represented by parabolas.

In our approach, the set of parabolas that connect
the points X1 and X2 is restricted to those with the
midpoint X12

X12 =
X1 +X2

2
+ ↵ (X2 �X1)⇥ e3 , ↵ 2 R

located on the orthogonal bisector of the segment
X1X2, as shown in Fig. 3.

x1

x2x12

Figure 3: Midpoint X12 of a parabola situated on the
orthogonal bisector of the straight line X1X2.

The parametric equation of the parabola is then given
by

C ⌘ x(t)

= (1� t)(1� 2t)X1 + t (2t� 1)X2 + 4t (1� t)x12(↵)

= X1 + t (X2 �X1) + 4t (1� t)↵ (X2 �X1)⇥ e3

= X1 + thu+ 4th (1� t)↵ b, (1)
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where u = (u1
, u

2) is the unit vector parallel to
X2 � X1, h = kX2 � X1k and b = u ⇥ e3. Here,
↵ is the only unknown coe�cient that allows to move
midpoint X12 along b and it is computed in such a
way that the length of that parabola is minimized.
This minimization is performed using a golden section
algorithm.

2.3 Approximation error and mesh size

Assume a curve x(t) , t 2 [0, 1], a function f(x(t)),
and its quadratic Lagrange interpolate ⇡

2
f(x(t)). On

basis of a Taylor expansion, one knows that the inter-
polation error can be bounded as follows:

max
t2[0,1]

|f(x(t))� ⇡
2
f(x(t))| 

1
6

sup
t2[0,1]

����
d
3
f(x(t))
dt

���� .

(2)
When C is a straight edge (i.e., ↵ = 0 in (1)), one has

ẋ(t) = hu (3)

so that

d
3
f(x(t))
dt3

= Cijk ẋ
i
ẋ
j
ẋ
k = h

3
Cijk u

i
u
j
u
k
,

and (2) becomes

max
x2C

|f(x)� ⇡
2
f(x)| 

h
3

6
sup
x2C

���Cijk(x)u
i
u
j
u
k
��� , (4)

where Cijk = Cijk(x(t)), and repeated indices are im-
plicitly summed over (Einstein summation).

Now, if C is the parabola (1), we have

ẋ(t) = hu+ ↵h (4� 8t) b , ẍ(t) = �8↵hb,

and it is easy to show that

d
3
f(x(t))
dt3

= Cijkẋ
i
ẋ
j
ẋ
k + 3Hij ẋ

i
ẍ
j (5)

and

max
x2C

|f(x)�⇡
2
f(x)| 

h
3

6
sup
x2C

���Cijkẋ
i
ẋ
j
ẋ
k + 3Hij ẋ

i
ẍ
j
��� .

with

@f(x(t))
@t

=
@f(x(t))
@x1(t)

@x1(t)
@t

+
@f(x(t))
@x2(t)

@x2(t)
@t

=
@f(x(t))
@xi(t)

@xi(t)
@t

@
2
f(x(t))
@t2

=
@
2
f(x(t))
@x

2
1(t)

@x1(t)
@t

@x1(t)
@t

+
@
2
f(x(t))
@x

2
2(t)

@x2(t)
@t

@x2(t)
@t

+
@
2
f(x(t))

@x1(t)@x2(t)
@x1(t)
@t

@x2(t)
@t

+
@
2
f(x(t))

@x2(t)@x1(t)
@x2(t)
@t

@x1(t)
@t

+
@f(x(t))
@x1(t)

@
2
x1(t)
@t2

+
@f(x(t)))
@x2(t)

@
2
x2(t)
@t2

=
@
2
f(x(t)))

@xi(t)@xj(t)
@xi(t)
@t

@xj(t)
@t

+
@f(x(t))
@xi(t)

@
2
xi(t)
@t2

@
3
f(x(t))
@t3

=
@
3
f(x(t)))
@x

3
1(t)

@x1(t)
@t

@x1(t)
@t

@x1(t)
@t

+
@
3
f(x(t))
@x

3
2(t)

@x2(t)
@t

@x2(t)
@t

@x2(t)
@t

+
@
3
f(x(t))

@x
2
1(t)@x2(t)

@x1(t)
@t

@x1(t)
@t

@x2(t)
@t

+
@
3
f(x(t))

@x
3
2(t)@x1(t)

@x2(t)
@t

@x2(t)
@t

@x1(t)
@t

+ 2
@
2
f(x(t))
@x

2
1(t)

@x1(t)
@t

@
2
x1(t)
@t2

+ 2
@
2
f(x(t))

@2x2(t)
@x2(t)
@t

@
2
x2(t)
@t2

+ 2
@
2
f(x(t))

@x1(t)@x2(t)
@
2
x1(t)
@t2

@x2(t)
@t2

+ 2
@
2
f(x(t))

@x2(t)@x1(t)
@
2
x2(t)
@t2

@x1(t)
@t

+
@
2
f(x(t))
@x

2
1(t)

@x1(t)
@t

@
2
x1(t)
@t2

+
@
2
f(x(t))

@x1(t)@x2(t)
@x2(t)
@t

@
2
x1(t)
@t2

+
@f(x(t))
@x1(t)

@
3
x1(t)
@t3

+
@
2
f(x(t))

@2x2(t)
@x2(t)
@t

@
2
x2(t)
@t2

+
@
2
f(x(t))

@x2(t)@x1(t)
@x1(t)
@t

@
2
x2(t)
@t2

+
@f(x(t))
@x2(t)

@
3
x2(t)
@t3

=
@
3
f(x(t))

@xi(t)@xj(t)@xk(t)
@xi(t)
@t

@xj(t)
@t

@xk(t)
@t

+ 3
@
2
f(x(t))

@xi(t)@xj(t)
@xi(t)
@t

@
2
xj(t)
@t2

+
@f(x(t))
@xi(t)

@
3
xi(t)
@t3
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Equation (5) shows that, even if f(x) is only quadratic
in x, i.e., Cijk = 0, the finite element approximation
error of f(x(t)) with quadratic isoparametric elements
does not vanish, due to the curvature of the curve C.
This was the observation of Botti in [29] - say, in a
standard finite element context, curving a mesh may
have a dramatic cost in terms of the quality of the
finite element interpolation.

A relationship similar to (3) is needed for the parabolic
case, and it is convenient to derive it to reparametrize
the curve x(t) by arc length, i.e., with the arc length

s(t) =

Z t

0

|ẋ(u)| du (6)

as parameter. One has then

@sx(s) = g + s e3 ⇥ g,

where g is the unit vector tangent to the curve, and
 the geodesic curvature, using the basis vectors of
a Darboux frame [30]. One has now the relationship
equivalent to (3) for the parabola,

ẋ(t = 0) = @sx(s = 0) @ts(t = 0)

= g |ẋ(0)| = Lg

with
L = h

p
1 + 16↵2.

Moreover, one can show that

(I� ggT )ẍ(t = 0) = (e3 ⇥ g)L2
.

Assuming that (I � ggT )ẍ(t = 0) is not too di↵erent
from ẍ(t = 0), and that Cijk(x) and Hij(x) do not
vary to much over C, one can write

max
x2C

|f(x)� ⇡
2
f(x)| 

L
3

6

���Cijk(p)g
i
g
j
g
k
���+

L
3

2

���Hij(p)g
i
(e3 ⇥ g)j

���

although doing so may be too conservative in the sense
that this estimate assumes that errors due to polyno-
mial approximation and geometry add to each other
while they may actually balance each other. We thus
stick to

max
x2C

|f(x)� ⇡
2
f(x)| (7)


L

3

6
sup

t2[0,1]

���Cijk(p) g
i
g
j
g
k + 3Hij(p) g

i
(e3 ⇥ g)j

��� .

If we pose

E =
���Cijk(p) g

i
g
j
g
k + 3Hij(p) g

i
(e3 ⇥ g)j

��� , (8)

the interpolation error is thus of the form ✏ ' L
3
/6E,

and since the goal is to adapt the meshsize in order
to have an error equidistribution ✏ among edges, we
choose

L = (6✏/E)1/3. (9)

3. CONSTRUCTION OF THE METRIC
FIELD M(x)

A classical technique in anisotropic mesh generation
consists in defining an auxiliary metric field M(x) un-
der which the sought anisotropic mesh is a unit mesh,
i.e., a mesh with edges of approximately unit length.
This metric field is defined by two orthogonal unit vec-
tors g1 and g2 and two mesh sizes h1 and h2 at every
point p of the domain. It is customary to choose the
vectors g1 and g2 as the eigenvectors of the Hessian
Hij , so that one has

M(x) =
�
g1 g2

�
 

1
h2
1

0

0 1
h2
2

!
�
g1 g2

�T
. (10)

This arbitrary choice has two principal virtues:

1. It allows a maximum amount of anisotropy in the
P

1 case.

2. If the function f is C2, g1 and g2 are continuous
and mesh orientation varies smoothly.

The meshsizes h1 and h2 are calculated so as to main-
tain the interpolation error below a prescribed target
error ✏. We shall try to keep up with these properties
in the context of curvilinear meshes.

The main idea is to assume that the edges of the
anisotropic mesh at point p are oriented along either
the iso-contour of f or the direction of the gradient
rf , i.e., along the curves defined as follows:

1. Curve C1 ⌘ x1(t) is the quadratic approximation
of the iso-contour f(x1(t)) = f(p).

2. Curve C2 ⌘ x2(t) is the quadratic approximation
of the local downhill gradient going through p.

Here again, it is convenient to work with curves
parametrized by arc-length. Let

C1 ⌘ x1(s) = p+ g1s+ 1g2
s
2

2
(11)

and

C2 ⌘ x2(s) = p+ g2s+ 2g1
s
2

2
. (12)

with, as explained above, the unit tangent vectors

g1 =
r

?
f |p

kr?f |pk
=

1

(f2
x1 + f

2
x2)1/2

✓
�fx2

fx1

◆
,

g2 =
rf |p

krf |pk
=

1

(f2
x1 + f

2
x2)1/2

✓
fx1

fx2

◆

where the shorthand notations

fx1 =
@f

@x1
(p) , fx2 =

@f

@x2
(p)
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have been used.

Taylor expansion limited to order 2 of f(x) around p
writes

f(x) ' f(p) + rf |p (x� p)

+
1
2
(x� p)T H|p (x� p). (13)

If the curve x1(s) runs along the isovalue of f , one can
write f(x1(s)) = f(p) and, using (11), one can write

x� p ⌘ x1(s)� p = g1s+ 1g2
s
2

2

to be inserted into (13) to give

rf |p · g1| {z }
=0

s+
h
1 rf |p · g2 + gT

1 H|p g1

i
s
2

2
+O(s3) = 0

Since the equation is true in a neighborhood of s = 0,
the quantity between bracket must vanish, and the
identity

1 rf |p · g2 + gT
1 H|p g1 = 0

gives the expression of the curvature 1 needed to fi-
nalize the identification of the curve (11)

1 = �
gT
1 H|p g1

rf |p · g2

=
�f

2
x2fx1x1 + 2fx1fx2fx1x2 � f

2
x1fx2x2

(f2
x1 + f

2
x2)3/2

.

Next, we turn to the second curve (12), which is to be
aligned with rf(p): A Taylor expansion around p of
the gradient this time gives

rf(x) ' rf |p +H|p(x� p) (14)

with, using (12),

x� p ⌘ x2(s)� p = g2s+ 2g1
s
2

2
. (15)

On the other hand, one has

@sx2(s) = g2 + 2g1s (16)

and the alignment of the curve with the gradient reads

rf(x2(s))⇥ @sx2(s) = 0, (17)

where ⇥ is the vector product. Substituting (14), (15)
and (16) into (17) yields

rf |p ⇥ g2| {z }
=0

+ [2 rf |p ⇥ g1 + (H|p g2)⇥ g2] s+O(s2) = 0.

Again, as this equation is true in a neighborhood of s =
0, the quantity between bracket must vanish. Noting
that, for any vector V , one has V ⇥ g2 = V · g1 and

V ⇥ g1 = �V · g2, one obtains for the curvature 2

needed to finalize the identification of the curve (12)
the expression

2 =
gT
1 H|pg2

(f2
x1 + f

2
x2)1/2g2 · g2

=
fx1fx2(fx2x2 � fx1x1) + (f2

x1 � f
2
x2)fx1x2

(f2
x1 + f

2
x2)3/2

.

Using (8), we can thus finally write

E1,2 =
���Cijk(p)g

i
1,2g

j
1,2g

k
1,2 + 31,2 Hij(p)g

i
1,2g

j
2,1

��� .

Using (9), the mesh sizes are finally defined by

h1,2 = L1,2 = (6✏/E1,2)
1/3

. (18)

Two remarks need to be made regarding the error es-
timate that has just been proposed. At first, some
modification is clearly needed whenever fx1 = 0 or
fx2 = 0, i.e., when the function is locally constant. In
order to define M everywhere in the domain, orthog-
onal directions g1 and g2 are computed everywhere
where rf does not vanish. Then, well-defined direc-
tions are extended by a smoother borrowed from our
cross field solver [31]. When the function f is constant,
mesh sizes are limited to a user defined maximal size
hmax.

Finally, we can note that the orthogonal directions g1

and g2 that has been chosen here are somewhat arbi-
trary. There might be other choices that have some
advantages over the eigenvectors of H. Yet, the ana-
lytical example described in §4 shows that our choice
makes sense.

4. A SIMPLE ILLUSTRATIVE EXAMPLE

Assume function f(x1
, x

2) = (x1)2 + (x2)2 and P
1

interpolation on triangles, on the standard context of
straight-sided mesh adaptation, we clearly see f as an
isotropic function, and its hessian being

H =

✓
2 0
0 2

◆
.

In the context of standard P
1 adaptation, the optimal

mesh is isotropic and its size for having an interpola-
tion error of ✏2 is L = ✏.

Now, the same function, which is isotropic in Euclidian
coordinates (x1

, x
2), is actually anisotropic in polar

coordinates. There, f(r, ✓) = r
2 is independent of

✓. If the mesh “mimics” polar coordinates, we could
potentially have a significant gain by going anisotropic.

Now, let us allow the use of quadratic triangles and
consider point (x1

, x
2) = (a, 0), we have

1 = �
1p

(x1)2 + (x2)2
and 2 = 0

6



and then

x1(t) =

✓
a�

t2

2a
t

◆
and x2(t) =

✓
a+ t

0

◆
.

Along x1(t), the function

f(x1(t)) = t
2 +

✓
a�

t
2

2a

◆2

= a
2 +

t
4

4a2
,

is a constant up to order O(t4). Assuming a linear
interpolation of f , i.e., ⇡1

f(x1(t)) = f(0) + f
0(0)t =

a
2, the exact error is bounded by

��f(x1(t))� ⇡
1
f(x1(t))

�� =
����
t
4

4a2

���� < ✏
2

so that |t| <
p
2✏a = L1.

Along the perpendicular curve x2(t), we have
f(x2(t)) = (a+ t)2 and
��f(x2(t))� ⇡

1
f(x2(t))

�� =
��(a+ t)2 � a

2
� 2at

��

= |t
2
| < ✏

2

which is independent of a. Thus, the optimal mesh
has a constant mesh size L2 = ✏. The optimal mesh is
thus anisotropic with an anisotropic scale factor equal
to

L1

L2
=

r
2a
✏
.

So, far away from the origin (a � 0), the optimal mesh
is highly anisotropic.

Now, whenever the exact solution is unknown, but we
can still estimate the derivatives of the numerical ap-
proximation, an estimator similar to the one explained
in the previous section can be used. We have

d
2
f(x2(t))
dt2

= Hij ẋ2
i
ẋ2

j + 2Giẍ2
i = 2.

Our proposed estimate leads to

|f(x2(t))� ⇡
1
f(x2(t))| '

L
2
2

2

����
d
2
f(x2(0))
dt

���� = L
2
2 < ✏

2

which yields L2 < ✏.

The second order derivative along x1(t), on the other
hand, is computed as

d
2
f(x1(t))
dt2

= Hij ẋ1
i
ẋ1

j

| {z }
2( t

a )
2
+2

+ 2Giẍ1
i

| {z }
�2+( t

a )
2

= 3

✓
t

a

◆2

and vanishes for t = 0. This indicates that our
estimate allows choosing L1 arbitrarily large, which
should come as no surprise, since in this case, the
“true” anisotropic ratio is large, and probably be-
yond the capabilities of the mesh generator in terms
of anisotropic elements.

5. MESH ADAPTATION

This section describes our mesh generation and adap-
tation approach. For illustrating the di↵erent steps of
the procedure, the following analytic function

f(x) = arctan(10(sin(3⇡y/2)� 2x))) (19)

will serve as running example. Figure 1 shows the
general behavior of f(x) on the unit square as well as
the di↵erent steps of the procedure.

xc1

xc2

xc3

xc4

ec

e'c
xc23

xc42

xc43
xc12

xc31

xc14

Figure 4: Curvilinear edge swap.

5.1 Generation of corner points

Our meshing approach is not the usual one, for which
points and triangles are generated at the same time.
In our approach, points are generated first, and then
connected in a second step. Points are generated using
the frontal algorithm described in [32, 33]. In short,
one proceeds as follows. The points of the domain
boundary are inserted in a queue. Then, the point
at the end of the queue is popped out, and 4 neigh-
bor points are created, located at unit distance from
it along the parabolas ±x1 and ±x2, provided they
are not too close to already existing points. This algo-
rithm ensures thus that (i) two points xi and xj are
never too close to each other and (ii) that there ex-
ist four points xij(j = 1, 2, 3, 4) at unit distance from
each point, i.e., that can form with it edges whose
length is in the range [0.7, 1.4]. Figure 1 shows the
points generated with a metric field based on a target
error ✏ = 0.02.

5.2 Generation of a straight-sided
anisotropic mesh

The generated points are then connected together us-
ing a standard anisotropic mesh generator based on
the metric filed M(x) [34]. Figure 1 shows the re-
sulting straight-sided mesh. The connectivity of this
mesh is however not optimal. Yet, it constitutes a
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Figure 5: All curvilinear triangulations of a 4-cavity. There are 20 distinct triangles {0, 1, 2}, {0, 1, 3}, {0, 2, 3}, {1, 2, 3},
{0, 1, 4}, {0, 2, 4}, {1, 2, 4}, {0, 3, 4}, {1, 3, 4}, {2, 3, 4}, {0, 1, 5}, {0, 2, 5}, {1, 2, 5}, {0, 3, 5}, {1, 3, 5}, {2, 3, 5}, {0, 4, 5},
{1, 4, 5}, {2, 4, 5}, {3, 4, 5}. in the T4 = 14 triangulations shown in the Figure.

good starting point for constructing the unit curvi-
linear mesh that will further reduce the interpolation
error.

5.3 Curving the straight sided mesh

The straight edges of the mesh are now to be trans-
formed into parabolas. This operation is however en-
dowed with the risk of creating invalid P

2 triangles.
The following backtracking procedure allows however
to provide a provably valid P

2 mesh. At first, in-
valid triangles are identified using the simple and ro-
bust validity criterion described in [35]. Since straight-
sided triangles are always valid, the 3 mid-edge points
of a given invalid triangle T are moved simultane-
ously backwards towards the mid points of the straight
edges, until the triangle becomes valid again. All tri-
angles sharing an edge with T are then checked, and
if needed added to the list of invalid triangles. This
algorithm always terminates, and as for limit case the
recovery of a straight-sided mesh. Yet, in general, mild
modifications of the initial curvilinear mesh are su�-
cient to restore a valid mesh.

It is very important at this point to ensure that one
has a valid curvilinear mesh, since all subsequent op-
timisation operations will improve the mesh quality,
and thus per definition always preserve the validity of
the mesh.

The first mesh improvement method is a basic curvilin-
ear edge swap (see Figure 4). Assume two curvilinear
triangles Tc1(xc1,xc2,xc3) and Tc2(xc1,xc4,xc2) shar-
ing a common edge ec. Let e

0
c be the geodesic between

xc3 and xc4. The curvilinear edge swap operator eval-
uates the opportunity of replacing edge ec by edge e

0
c.

Two indicators decide whether the edge swap should
be performed:

1. The new curvilinear triangles T
0
c1(xc1,xc4,xc3)

and T
0
c2(xc4,xc2,xc3) have to be both valid, ac-

cording to the criterion based on robust estima-
tions developed in [35].

2. The quality of the mesh has to be improved by
the edge swap:

min(qct0c1(M(x)), qct0c2(M(x)))

> min(qctc1(M(x)), qctc2(M(x)))

where qct(M(x)) is the curvilinear quality mea-
sure of triangle Tc with respect to metric field
M(x).

The quality measure used here is a straigthforward
extension of the standard quality measure defined in
[36]. We define:

qct(M(x)) =
4
p
3

L(M(x))

Z

tc

p
|M(x)| dx (20)

with

L(M(x)) = L
2
ec1(M(x))+L

2
ec2(M(x))+L

2
ec3(M(x)),

where ec1, ec2 and ec3 are the curvilinear edges of Tc,
and Lec1 , Lec2 and Lec3 are their geodesic lengths ac-
cording to the metric field M(x)).

Note that triangle inequality is not necessary verified
in Riemannian metrics, i.e., the inequality Lec1 <

Lec2 + Lec3 does not always hold. In consequence,
the quality measure qct(M(x)) may be larger than
one. Edges are swapped until a stable configuration
is found. Here, we generalize Delaunay triangulation
to Geodesic Delaunay triangulation [33].

5.4 Curvilinear Small Polygon Reconnec-
tion

The mesh curving procedure explained in the previous
section 5.3 is very similar to the one proposed in [28].
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Figure 6: Mesh quality improved by CSPR(Curvilinear Small Polygon Reconnection).

In this paper, we pointed out that this operation never
produces short edges by construction. Figure 1 shows
the curvilinear mesh generated through basic curved
swaps, and one can indeed check that no short edges
has been generated. The shortest edge has an adimen-
sional length of 0.837 > 0.7. Yet long edges exist, with
a maximum edge length of 1.82 > 1.4. Long edges may
remain in the mesh, due to the inability of the basic
edges swap process to properly connect points that are
close with respect to the metric M without generating
invalid P

2 triangles.

This issue is fixed in this paper by introducing a
new local mesh optimisation operator, called Curvilin-
ear Small Polygon Reconnection (CSPR), that allows
overriding local quality maxima to further enhance the
overall quality of the P

2 mesh.

The CSPR is the curvilinear version of the small poly-
gon reconnection (SPR) technique, a local mesh mod-
ification operator initially proposed by [37]. Consider-
ing a n-cavity, i.e., a set of n contiguous triangles with
no internal vertex and with n + 2 boundary vertices,
the SPR algorithm finds the best triangulation of the
n-cavity among all possible triangulations. Catalan

numbers Tn = 1
n+1

✓
2n
n

◆
give the number of possible

triangulations of a n-cavity, which can be all found us-
ing a branch and bound algorithm [38]. In our work,
all triangulations of n-cavities with n < 10 have been
tabulated, so as to avoid any on-the-fly combinatorial
computations of triangulations. Figure 5 shows all tri-
angulations of a 4-cavity and the corresponding curved
mesh with respect to the running test case metric.

The CSPR requires cavities, which are obtained in two
ways:

1. Along unit geodesics: consider all unit geodesic
connecting the points of the mesh. Whenever
those geodesics are not in the mesh, form cavity
with all the triangles that intersect that geodesic.

2. Choose a long edge (L > 1.4) and form cavity

with its two adjacent curvilinear triangles. If
there are other long edges in those triangles, re-
peat the process.

In the process, if an internal edge has the same two
points as before, we will keep the midpoint as before,
otherwise, we compute a new midpoint; for all bound-
ary edges, we always keep the same midpoint as be-
fore. For each possible swapped configuration, if the
worst quality of all the elements is improved, the con-
figuration is kept and will be in the new mesh unless
another swapped configuration provides a better qual-
ity improvement. It works as:

i. The new curviliner triangles t
0
c1(xc1 ,xc2 ,xc3),

t
0
c2(xc2 ,xc3 ,xc4), . . ., t

0
cn(xcn ,xcn+1 ,xcn+2)

have to be all valid. The validity criterion that is
used is the same one for curvilinear edges swap
in Section 5.3.

ii. The quality of the mesh has to be improved by
the swapping:

min(qct0c1
(M(x)), qct0c2

(M(x)), . . . , qct0cn (M(x)))

> min(qctc1 (M(x)), qctc2 (M(x)), . . . , qct0cn (M(x)))

where qct(M(x)) is the curvilinear quality mea-
sure of triangle tc with respect to metric field
M(x) - the same one for curvilinear edges swap
in Section 5.3.

Figure 6 illustrates the CSPR applied to the running
example. A first 3-cavity is constructed with all ele-
ments crossing the green geodesic between points 16
and 32. This cavity is remeshed using CSPR, pro-
ducing a mesh that is better, but still not optimal.
Indeed, a shorter curvilinear edge still exists between
points 38 and 32 that is not in the mesh. A 5-cavity
is then constructed around this edge, and remeshed to
eventually produce an optimal mesh.
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Figure 7: 1-norm, 2-norm, 1-norm interpolation error of analytic function f(x) (19), the points 1, 2, 3, 4, 5, 6, 7, 8, 9,
10, and 11 respectively correspond to mesh size uniform scaling factors a = 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0, 1.2, 1.3, 1.4, 1.5.
The mesh size La with a is La = L/a

2 and L be the mesh size computed by (9).

6. INTERPOLATION ERROR

We complete our analysis by running our algorithm
using the same function (19), but now defined on the
geometrically non-trivial domain depicted in Figure 8,
and by analyzing whether or not the curvilinear mesh
adaptation reduces the interpolation error.

Figure 8: Curvilinear mesh adaptation based on function
(19) on a mechanical part.

In order to compare the level of accuracy reached by
meshes generated with our method or by meshes gen-
erated with a conventional straight-sided anisotropic
mesh adaptation, the 1-norm, the 1-norm and the
2-norm of the quadratic interpolation error are com-
puted with both meshes, and plotted against the num-
ber of triangles of the mesh. Eleven di↵erent meshes
were generated, by varying a global mesh size uniform
scaling parameter a between 0.4 and 1.5. The conver-

gence curves are shown in Figure 7. The numerical
results show that our adapted curvilinear meshes al-
low a significant error reduction of about 50% with
respect to straight-sided P

2 meshes of the same size.
This mainly attributes to the numerical solutions of
middle points of curvilinear meshes is more exact than
numerical solutions of middle points of straight-sided
P

2 meshes. Figure 9 shows that the case a = 1.2 (8th
point) is an outlier. As shown in Figure 9, this is due
to the persistence of long edges that the CSPR has not
been able to remove.

7. CONCLUSIONS

Building on the paper [28], which provided an em-
bryo of solution to the problem of curvilinear mesh
adaptation, we have extended our work to the true P 2

mesh adaptation, i.e., the adaptation of a P
2 mesh to

a given function f(x, y). A methodology for building a
specific metric field suited for this P 2 mesh adaptation
has been explained, and a new local mesh modification
operator called Curvilinear Small Polygon Reconnec-
tion (CSPR) has been developed to build the optimal
curvilinear triangulation of a given curvilinear poly-
gon/cavity. This paper focuses, for didactical reasons,
on a single running example function (19), but the
methodology has been applied successfully to other
functions, with similar conclusions. The method is
however not yet able to build a unit mesh in all cases.
Figure 9 shows that, long edges may sometime fail to
be eliminated by the CSPR, leaving an eventually in-
terpolation error that is not better than a P

1 meshes.
Yet, in most of cases, a clear reduction of the interpo-
lation error is observed when curving the elements.

For the failure of the method to build a unit mesh
in all cases, it maybe attribute to: the adimensional
length used to insert points is 1.0 and the adimen-
sional length used to check if two points are two close
is 0.7, this may result the geodesic between two points

10



Figure 9: Adapted curvilinear meshes for computing interpolation error 1-norm, 2-norm, 1-norm at points 7-left, 8-middle,
and 9-right(the same points 7, 8, and 9 in Figure 7 of curvilinear mesh).

is about 1.7, and this maybe be fixed by change the the
adimensional length used to insert points to between
1.0 and 0.7.

Our next move will be to replace the analytical func-
tions with high-order finite element solutions. We fore-
see new issues there, like the accurate computation of
the third order derivatives of finite element solutions.
For 3D, the approach is straightforward by construct-
ing a 3D metric field and computing 3D geodesics, it
maybe time cost but still in control.

This research is supported by the European Re-
search Council (project HEXTREME, ERC-2015-
AdG-694020) and by the Fond de la Recherche Sci-
entifique de Belgique (F.R.S.-FNRS).
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